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ABSTRACT

BGP routing data collected by RouteViews and RIPE RIS have be
come an essential asset to both the network research aratioper
communities. However, it has long been speculated that (B B
monitoring sessions between operational routers and tizecdd
lectors fail from time to time. Such session failures leadniss-
ing update messages as well as duplicate updates duringrsess
re-establishment, making analysis results derived frooh siata
inaccurate. Since there is no complete record of these ororgt
session failures, data users either have to sanitize tlzedisdre-
tionarily with respect to their specific needs or, more comiyjo
assume that session failures are infrequent enough andysignp
nore them. In this paper, we present the first systematicsissnt
and documentary on BGP session failures of RouteViews aR&RI
data collectors over the past eight years. Our results shatwwnion-
itoring session failures are rather frequent, more than 80BGP
monitoring sessions experienced at least one failure avenyth.
Furthermore, we observed failures that happen to multipée pes-
sions on the same collector around the same time, suggebtihg
the collector’s local problems are a major factor in the isess-
stability. We also developed a web site as a community rescaior
publish all session failures detected for RouteViews arERRIS
data collectors to help users select and clean up BGP dadeebef
performing their analysis.

Categories and Subject Descriptors
C.2.2 [Computer Communication Networks]|: Routing Protocols

General Terms
Measurement, Experimentation, Reliability

Keywords
BGP Monitoring, BGP Session Reset

1. INTRODUCTION

RouteViewsl[[#] and RIPE RI$]3] have been collecting BGP [14]
routing data from the global Internet over a decade. Theraig
purpose was to provide network operators “looking glasseshe
routing system from other networks point of view. Over tirtiés
data source has also become indispensable to the reseannfueo
nity to help understand various aspects of the global rgugystem,
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such as Internet topologi/ [l16], BGP convergemce [13], ISRipg
policies [10], and prefix hijack monitoring[lL2], to nametjasfew.

Unfortunately, the quality of the collected BGP data is know
to be far from perfect. BGP sessions between the data cmllect
and operational routers fail now and then, and when suchsioses
failure occurs, the collector misses BGP updates duringelsion
downtime and receives superfluous updates due to the talole- tr
fer after each session re-establishmEnt [14]. Yet theréobas no
systematic measurement on the monitoring session faituras-
sessment of their impact on the quality of the collected B@ta.d

The importance of this data cleanup step has been hightighte
several prior works, such as the analysis of BGP stabilityndu
worm attacks[[18], comparison of routing stability amonffestent
prefixes [15], and correlations of routing events in a nekjal.

Of course the exact impact of the data deficiency dependseon th
nature of each specific purpose. For example, missing update

ing the session downtime may not affect the results of ctitigc
Internet topology over a long period of time, but can afféet te-
sults of analyzing routing dynamics, and can even be ctifithe
downtime is correlated with routing dynamics. Similarlyetex-

tra updates from table transfers may also affect differemtkvin
different ways. As an example, based on the large updatesurg
at BGP collectors during worm attacks, Covétal. [B] conjec-
tured that worm attacks caused BGP routing instabilitiywieeer
Wanget al. [L8] showed later that the update surge was largely due
to the monitoring session resets and the worm did not leaidifs
icant instability in the global routing system. Had the sas$ail-

ure information been available, the misinterpretation Michave
been avoided.

In this paper, we report our findings from the first longitwadin
study of BGP monitoring session failures for six RouteViemnsl
RIPE collectors over the last 8 years. We use the Minimumegell
tion Time [19] algorithm as the main tool to identify BGP dess
resets between operational routers and the data colleti@slso
analyze the impacts of collector instability and BGP timerses-
sion failures. Our results confirm the speculation that dve BGP
data collected by RouteViews and RIPE contain noises caoged
measurement artifacts. Our main findings can be summarized a
follows:

e The monitoring session failures are relatively frequent, a
eraging a few times a month. Most failures have a session
downtime within tens of minutes.

e A significant number of failures are caused by the collectors
local problems, resulting in multiple peer session resets a
the same time.



Operational
Router / Monitor

Multi-hop BGP
Session

Multi-hop

Operational Router / Data Collector

Monitor

Single-hop
Data Collector

Figure1l: BGP Monitoring

e Although disabling BGP Keepalive and Holddown timers, as
RIPE did from 2002 to 2006, may make a BGP session more
robust against packet losses, it can also lead to unnotésed s
sion failures and extremely long session downtime.

As the main outcome of this study, we have developed a web
site, htt p: // bgpreset. cs. aril zona. edu, to publish the
detected session failures with the occurring times andtidunsfor
historical RouteViews and RIPE data; the web page is alsatepd
daily to include the latest data. Given this informationenssof
RouteViews and RIPE data can choose which period of dateeto us
and which part of the data to sanitize for accurate analysis.

The rest of the paper is organized as follows. Sedflon 2 gives
brief background on BGP monitoring projects and BGP session
Sectior B describes the data source and the technique we dee t
tect session failures. Sectibh 4 presents the overalsstatesults
and observations for RouteViews and RIPE monitoring sadsit
ures, Sectiofl5 correlates session failures to infer therés due to
collector’s local problems. Secti@h 6 investigates thedotpf the
historical decision on turning off BGP Keepalive/Holddotimers.
Sectior¥ briefly reviews related work, and Secfibn 8 sumzeari
the paper.

2. BACKGROUND

RouteViews and RIPE RIS, the two best known BGP data col-
lection projects, operate a numberanflectorsthat establish BGP
peering sessions with routers in many operational netwowkes
call each operational router connected to a collectmoaitor or a
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Figure 2: BGP Update Stream (sil: silence period; rec: session
reconnection; dt: downtime)

Table 1: BGP Data Sources

Collector Type Start Date| Location
RRCO00 | Multi-hop | 2001 Jan | Amsterdam
RRCO01 | Single-hop| 2001 Jan | London
RRCO02 | Single-hop| 2001 Mar | Paris
OREG | Multi-hop | 2001 Oct | Oregon
LINX Single-hop| 2004 Mar | London
EQIX Single-hop| 2004 May | Ashburn

malformed updates which may in turn be caused by hardware or
software defects, (2) TCP connection failures due to linknter-
face failures, (3) data traffic congestion which result$mlbss of
three consecutive BGP KeepAlive messages, or (4) eithe(tbad
host or its routing daemon) fails. BGP employs two timersefice
alive and Holddown, whose default values are 60 seconds &hd 1
seconds respectively, to maintain its session. BGP peeads tee
each other Keepalive messages at every Keepalive timevahtéf
no Keepalive message is received before the Holddown timer e
pires, a BGP router will tear down the existing session aitchir
a new one, which is calledsession reset

Let us use a simple example to illustrate the impact of BGP ses
sion reset on the data collection. Assuming that a monitsreha
routing table of5 prefixes, Figur&l2 shows a BGP message stream
arrived at the collector. The first three messages are neB@&
updates (for prefixepl, p2, p3) received at time 10, 14, and 17,
respectively. Then the session fails at time 17 and resahtime
22. The session re-establishment takes time from 22 to 2fglu
which three BGPstate messageare received. The state message
s1 marks the time when a router initiates a BGP session, vghile

peer, and the BGP session between the monitor and the collector amarks the time when the session is fully established. We shime

monitoring sessionA monitoring session can be eith&ngle-hop

state messages here for illustration purpose; in realtgbéshing

or multi-hop depending on whether the session is across a single a BGP session may require more state excharigés [14]. Follow-

or multiple router hops. As shown in Figutk 1, single-hop mon
toring sessions are usually deployed at an Internet Exehanigjle
multi-hop monitoring sessions are established over wide-aet-
works. The data collectors receive BGP routing updates ftsm
peers and write the collected BGP updates into files everyih5 m
utes (RouteViews) or every 5 minutes (RIPE) in the Multietaled
Routing Toolkit (MRT) [6] format. These files are then madépu
licly available. The collectors also dump snapshots of tl&&PB
routing table, the RIB, for each of its peers every two hoarthe
MRT format.

BGP uses TCP for reliable communication. After successfull
setting up a TCP connection, two BGP peers negotiate BGR time
settings and capabilitieSTiL4] to establish a BGP sessibatineen.
They then exchange with each other the full routing tableickwvh
are calledable transferupdates. After this initial table exchange,

ing state messages are the table transfer updates duriegériod
[26, 30], which include the entire routing table entrigs {o p5),
followed by incremental updates afterwards.

The above example shows that, if any BGP updates arrive after
time 17 and before time 25, they will be missed by the colledto
addition, 5 extra table transfer updates are introducetidgession
reset.

3. DATA SOURCE AND METHODOLOGY

3.1 Data Sources

RouteViews and RIPE started collecting BGP data in the late
1990's, but they went through a learning period in the first fe
years before the data collection process stabilized. Thisgpaper

the peers only send to each other new updates when any routeuses the data from January 2001 onward. We take data from 6

changes, which are callédcrementalupdates.

collectors whose information is summarized in Tdlle 1. Fedl

A BGP session may fail due to a variety of causes, such as (1) shows how the number of peers at each of these 6 collectoes hav
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(a) RouteViews

o Figure 7: Resets of two example sessions

AR — i
90 |- RRC02 M w ‘V W"'hp
0 O ,H" w In [I7] Wanget al.used syslog messages to detect failures of
g 4 BGP sessions in a tier-1 ISP. Unfortunately syslog inforomats
;% 60 — : not available from RIPE or RouteViews collectors. CurrgriRIPE
50 MWM WMWW makes available the BGP log files from Quag@h [2], the routing
£ 40 \\ o) software running on its collectors, but Quagga log does xpiie
% 30 V - itly record BGP session resets. RouteViews maintains logy®s f
S 5 T N R, i Rancid, a tool that monitors the changes of router confignmat
10 f@ﬁ?&vw»@ﬂ - i a1 However, Rancid log is only generated once every hour. We use
oLl | \ \ \ \ ‘ these logs to cross check our results, but cannot rely on ésetime
oL w0z e wos TR 00 T om 200 primary method for session reset detections.
(b) RIPE In the following 3 sections, we characterize failures of Réhd
RouteViews monitoring sessions identified by MCT and BGResta
messages.

Figure3: Number of monitorsover time.

4. CHARACTERISTICS OF SESSION RE-
changed over the last 8 years. For each day we count the number SETS
of unique peers that logged any BGP data. The downward spikes
in the figures mean that a large number of peers did not log any
data on those days, which could be caused by collector owtage
maintenance, and we will investigate the collector’s Iqgaablems

We present the overall BGP session statistics in this seciiad
then investigate the stability of the collectors and theadoiwf dis-
abling BGP keepalive and holddown timers in the next two sec-

. : tions.

details later.
in more detatls fater Since data collectors only passively receive BGP updates fr
32 Detecting BGP Session Resets their peering monitors and are not involved in forwardintpdeaf-

fic, the monitoring sessions between data collectors andtaren
have simple configuration, low workload, and requiresdittiain-
tenance. Thus the monitoring sessions are expected totie atal
long lived, and users of BGP data usually do not pay muchtaten
to possible session resets during their measurement geriod

As Figurd® shows, session state messages?, s3) mark when
a new session is attempted and when it is fully establisheih W
this information we can identify all session resets acalyatun-
fortunately state messages are only logged by RIPE cotkediat

not by RouteViews. They also do not help identify the end ef th S .
table transfer. Our results, however, show that monitoring session regets a

Zhanget al. 9] developed an algorithm called Minimum Col- relatively frequent. Figufd7 shows the cumulative numbbeesets

: . : : . for two monitoring sessions at the OREG collector, 66.188.1

lection Time (MCT) that can identify the start and the dwatof ; e ;
table transfers from BGP data in the absence of state message ggdlgyl'zg'i(sfo’;\;er thetpast eight {hears. The sessmP V\{'t |
Based on the fact that all prefixes in the routing table areanced : .th -+ has 4. trgsl‘_jEstﬁ_Lmon on a};ﬁrgglgs,% gggg c
during a table transfer, MCT searches for the smallest timeow amortlg € setsggrésGa ; 1e53355|ontW| : tH Alth IS
during which the full table is announced. Using three momths worst case a - averaging 15.6 resets per month. oug
data from 14 different monitored peers, this method suéalss some months hav_e more BGP session resets than others) tveral
detected over 94% of session red:et\%\/e have developed an en- resets occur perglstently over time.
hanced MCT algorithm that further improves the detectiocuac Frequent session resets are also observed across all tee-col
racy. tors, regardless of the type of the session (single-hop tti-hmap),

In this paper, we use MCT as the main tool to detect BGP sessionthg age of.the. collector, or its location. Figllle 4 shows tau-
failures, and a combination of MCT with state messages when h lative dlstrlbu_tlon of the number of resets per peer per imdat
dling RIPE data. Since MCT accuracy improves with largeiraut ?)I:_\)tlk:—\g6 n&ogléocr:%évelgnggg/ured. !:or the tzlr\]/o ?UIt"tr'ﬁp cobies;t t
table sizes, in this study we only consider monitors whogeerd hil than 50 ,t'l b 30 sess:on-mgr:h 5900 no ?;’E‘.r;y reset,
routing tables have more th&00 entries. Due to space limitation, while the bU-percentile 1S 5 resets, and the J0-percertitecito

: o 15 resets per session-month. The worst case at OREG is a moni-
we refer interested readers fo[19] ahii [1] for the detaibalgms. tor that had 117 resets in one month, while one of the RRCOGpee

The false positive if[19] is lower than 5%. had 4205 resets in one month. The single-hop collectorsfleaer
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Figure 4. Number of Resets per session-
month.

resets, but the numbers are still alarming. RRC01 and RRG02 a
have some sessions that had thousands of resets in a moege Th
cases were likely caused by hardware problems or miscoafigur
tions that made the sessions up and down constantly befeye th
were fixed.

When a monitoring session fails, the observed session down-
time usually ranges from one or a few minutes to a few tens of
minutes, during which routing updates will not be receiveatrf
the peers. FigurEl 5 shows the cumulative distribution o$ises
downtimes. Heresession downtimis defined as the time between
when the failure is detected and when the BGP session isridly
established. Since the failure itself is not logged in thePBdata,
we measure session downtime from the last BGP update precedi
a reset and the first BGP update after the session re-ebiablig,
as illustrated in FigurEl2 from time 17 to 26 which represéet t
reasonable upper bound on tieal session downtime. In Figufé 5,
we observe that the majority of session downtimes are witin
minutes, but some cases have much longer session downtone. F
example, at OREG the session downtime has a 25-percerttiles a
minute, 50-percentiles at 6 minutes, and 90-percentilds ahin-
utes. All collectors have cases where the session downtarees

Figure5: Session Downtime
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Figure 6: Duration of Table Transfers

to finish a table transfer. It is imperative for users to be ranat
these events and take them into account when using the B@P dat

5. COLLECTOR STABILITY

Maintaining a stable data collecting service is criticahe qual-
ity of logged BGP data. Collecting services may be disruped
hardware defects, software bugs, network problems, omplén
maintenance. For example, RouteViews has reported sjparali
lector outages owing to interface malfunctions, memonpfams,
fiber cuts, software upgrades, and other probldrhs [5]. RIB& a
occasionally announces degraded service for mainten@hde-
fortunately, neither RIPE nor RouteViews maintains corgla-
formation about collector outages. In this section, we fifigol-
lector problems by correlating session resets on the salieeto.

5.1 Correlating Session Resets

From the session resets identified in the previous secti@n, w
find that a collector’s session resets across differenspersome-
times clustered within a short time window. For example LF&i
shows the session resets for RRC00 during August, 2003. Gn Au

more than 10 days. Users of BGP data can easily spot very long9ust 19th, aimost all peers had session resets. This inthighe
session downtime®(g, days) and take precautions accordingly in ~collector itself might have experienced a problem.

their data processing. However, given that majority of thesson
downtimes are within 10 minutes, without knowing the existeof
session resets, it is difficult for the BGP data users to ifletitese
short durations of quiet periods as data missing and takpepro
measures accordingly.

Figure® shows the cumulative distribution of table trandfea-
tion after each session reset. Over 90% of all table trasi$iieish
within around 5 minutes, while table transfers at OREG tend t
take longer time to finish, with 50-percentile at 4.5 minudesl
90-percentile at 14 minutes. We have calculated and foumicttle
table transfer time is not significantly correlated with tbeting ta-
ble size, which indicates that the link bandwidth is not thating
factor. As Houidiet al. [I1] has discovered, slow table transfers
are largely caused by router’s timer-driven processingeimdgég
BGP updates.

The main point to take away from this section is that the BGP
monitoring session resets occur frequently, averagingveifaes
per peer per month across all the 8 years and 6 collectorsvehat
have examined. Majority of session downtimes last withinmig-
utes and the following table transfers usually completéniwiain-
other few more minutes, during this time period actual BGP up
dates are missing and superfluous table transfer updatéstrare
duced. There exist extreme cases with thousands of resets in
month, or downtime for multiple days, or tens of minutes oger

We definesynchronized session resefsa collector as a group
of resets occurring within a time window, synchronized peeias
the peers appearing in synchronized resetssgndhronization ra-
tio as the ratio of the number of synchronized peers to the number
of total alive peers of the collector at that time. For exaanf
five out of ten peers have resets withinthese five resets are syn-
chronized resets associated with five synchronized peedsthe
synchronization ratio is 0.5.

Figure[® shows the cumulative distribution for the number of
synchronized peers for four collectd:sFor RRCO00, about half of
the session resets are standalare, the number of synchronized
peer is 1), and the rest of resets are synchronized to soraetext
For other collectors, synchronized resets contribute toentioan
70% of all the resets. There is a sharp increase near the thigéo
curve, indicating that a significant number of session sssgblves
most or all peers.

FigurelTD shows the cumulative distribution of the synchean
tion ratio. There is a sharp increase among all the four cite
between 0% to 10%. This is because the collectors usuallg hav
10 to 20 concurrently alive peers, which leads to a lower daum
the synchronization ratio of approximately 5% to 10%. Aftes
synchronization ratio passes 90%, there is another sharpase,

2\We use four example collectors to demonstrate the distoibsit
of synchronized resets.



which accounts for 10% to 30% of the total session resets.

Since RRCO02 sessions are quite stable in general, the nwhber
session resets is not large enough to conclude a collectmrtdy
using synchronization ratio.

5.2 Identifying Collector Problems

We assume that if all or most peers have session resets at the

same time, the cause is likely to be a local problem at or rear t
collector. We name such a problem “collector-restart” nemugh
the session resets can be due to different local problerok,asia
collector machine reboot, a BGP daemon restart, or netwank c
nectivity problems, and so on.

We use a 90% of synchronization ratio as the threshold tactete
collector-restart and require that there must be at leastdiive
peers. As a result, we detected 72 collector-restarts attRROmM
August 2002 to December 2008. August 2002 is used as thmgtart
time because RIPE started to archive the process log of {leeco
tor daemon at that time. The process log records the teriminat
and startup of the collector process, and thus can be usestifp v
our detection results. After matching tbhbservedrestarts against
thoserecordedin collector process logs, we find 7 observed collec-
tor restarts that are detected by our method but not recandeal-
lector process logs. Further inspection finds that 5 of treesés are
due to errors in the collector log and 2 cases are due to arage
ber of BGP re-connections in a short time, which might be edus
by network instability. There are also 22 collector restdnat are
recorded in collector process logs but our scheme failectead.
Among these cases, 2 are due to two consecutive collectartes
so that there is no BGP session successfully establishedhrekn.
The other 20 cases are due to some peers that disconnecsdear
but are still counted as active, so that a collector couldsnotess-
fully re-establish sessions to these peers after colleesiart, so
that the synchronization ratio is lower than our 90% thré&shd/e
are modifying our algorithm to capture such cases to redaice f
negatives. Overall this simple algorithm yields over 95%rect-
ness and detects 80% of collector restarts.

Note that without using this inference algorithm, we may sti
directly identify collector-restarts solely based on eotbr logs.
However, as we show in the previous comparison, the coliéatp
itself is incomplete. In addition, collector logs are noep\avail-
able for RouteViews. We have contacted RouteViews opesator
and they plan to provide collector logs in the near futureill, St
for historical data, detecting synchronized session sguetvides a
practical way to identify RouteViews collector problems.

Table[2 shows the number of collector-restarts detecteddt e
collector along with the number of session resets triggbyetiese
restarts. We can see that 14% to 37% of session resets aexlcaus
by collector-restart. The problem is more pronounced for col-

Table 2: Session Resets on Collector Restarts
[ collector | no. restarts] no. session resets (%)

RRCO00 105 1154 (14%)
RRCO1 112 1999 (26%)
RRCO02 - -
OREG 178 6370 (37%)
LINX 29 673 (30%)
EQIX 9 69 (14%)

Table 3: RIPE BGP Timers Settings

| Time Period | Keepalive| Holddown |
Before 2002 Oct 17 60 sec 180 sec
After 2002 Oct 17 Be- 0 sec 0 sec
fore 2006 Nov 23
After 2006 Nov 23 60 sec 180 sec

messages, causing BGP sessions to timeout and triggeringe s
of session resets. To alleviate this problem, RIPE disaBie®
timers. However afterwards it was noticed that disablingpixe
alive/Holddown timers caused BGP to lose the ability to dieten-
nectivity problems such as link failures, and thus intrastiitong,
unexpected session downtimes. Since later collector aoftfixed
the BGP message blocking problem during RIB archiving, RIPE
restored the BGP timers on all its collectors in November6200
Table[3 summarizes the timer settings for RIPE; note thatzeva
of 0 disables a timer. In this section, we document and gfyanti
the impacts of changing BGP Keepalive/Holddown timers an th
stability of RIPE monitoring sessions.

One issue we observed is that, while RIPE’s plan was to dis-
able the timers for all the BGP monitoring sessions, the Keep
alive/Holddown timers for some peers were never turnedTdffs
could be due to the fact that a zero timer value was not allowed
on some Juniper routers as of 2002, or due to misconfigugation
which we will discuss later.

No matter what may be the cause, to measure the impact of dis-
abling BGP timers, we need to differentiate between BGP@ess
that have the timers disabled, and those that have the tiemers
abled. We defin&Keepalive-enabled (KAEessions as BGP ses-
sions that have the Keepalive timer enabled, kkeepalive-disabled
(KAD) sessions as the sessions that have the timer turned off.

6.1 Identifying KAE/KAD Sessions

Differentiating between KAD and KAE sessions poses a chal-
lenge since RIPE does not keep historical records for doliteon-
figurations. In this section, we proposed a heuristic methatls-

lectors that have many peers, such as OREG, for which 37% of tinguish these two kinds of sessions.

session resets are due to local problems at the collecture $ol-
lectors’ local problems are a major contributor to sessaluffes,
it is important to improve the stability of the collectorcloding
its network connectivity, software and hardware, in ordereduce
monitoring session failures.

6. KEEPALIVEAND HOLDDOWN TIMERS

In October 2002 RIPE disables all its colllectors’ BGP Keep-
alive/Holdown timers. This was due to the observation ttiating
periodic RIB archiving, some old collectors stopped segd&P

3Since RRCO02 sessions are quite stable in general, the nushber
session resets is not large enough to conclude a collect@mrtdy
using synchronization ratio.

The basic idea is to infer the BGP Holddown timer value based
on the distribution of session downtime. More specificailg, di-
vide a session’s downtime intosilence periodfollowed by are-
covery period We define theilence periogpreceding a session re-
establishment as the duration when a failed session rersiéms.
Figure[2 shows an example silence peried, between times 17
and 22. In general, silence periods indicate how long itsdhe
a data collector to detect failures. For session resetgerégl by
Holddown Timer expiration, the duration of silence peribasid
be close to the length of the Holddown Timer. Figlré 11 shows
the distribution of silence time for session resets from wane
ple RRCO0O session with 90 second Holddown Timer, which shows
that a significant number of session resets are associate&\wD
second silence period. We also define tbeovery periodas the
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Table4: KAE / KAD Peers 6.3 Session Downtime

[ Collector | Total Peers| KAE | KAD | In this section, we measure tlséenfze p(_eriodand recovery pe-
riod for the unnoticed side effect of disabling BGP timers.

33 : . .
Egggg g? g =5 Figure[T4{®) shows the CDF of the silence period for KAD ses-
RRCOD 15 5 13 sions. Before disabling BGP timers, there are two consezuti
sharp jumps at around 90 and 180 seconds silence time, wdpeh r

resent session resets trigger by Holddown timers with @0rse

and 180-second values. After disabling Keepalive timéesé two

length of time taken to re-establish a BGP session. Flgutes  jumps basically disappeared and the CDF of the silence ghéee
an example recovery periogec, between times 22 and 25. gan to follow a long-tail distribution. This is because, lwieep-
Based on these definitions, we identify KAE sessions as those Alive timers disabled, BGP sessions could no longer detgictrés

with a single silence period duration length which is assiec by the timeout interval. These failures either went on uizeat, or
with more than 10% of session resets. This 10% thresholdds ch Were eventually detected by external signals such as T@Pseat
sen conservatively based on the measurement res[flinvhigh much later time.

observed that more than 20% of session resets are trigggthe b Figure[T4(g) shows the cumulative percentage of recoveng ti

expiration of BGP Holddown Timers. for session resets. We observed that disabling BGP timets di

Applying this algorithm on RRCOO data, we identified 9 KAE ~change the distribution of recovery time. This seems coimte
sessions out of total 42 BGP sessions. Fidille 12 and Fighire 13tuitive because Keepalive/ Holddown timers are expecteohtp
show the distribution of silence time for one identified KAdssion ~ affect the silence time but not the recovery time. One péssib-
and one KAD session, respectively. The vertical lines mhgk t  Planation is that, though disabling timers does not chahgeré-
dates when RIPE disabled and enabled BGP timers. These twoCovery time for a given session failure, it could poteniahange
figures verify that, after RIPE disabled timers on Oct 17,200 thevisibility of some session failures.

the identified KAE session continued to trigger sessiontsessfter More specifically,[[1F'] observed that session failures caimiy
a 90 second silent period, but the KAD session did not. TBble 4 be categorized into 4 groups. The first and second groupaiesnt
summarizes the inference results for three RIPE collectorthe ~ failures such aadmin resetsindpeer closed sessionthese types
remaining of this section we only consider session reseta the of resets can recover fast. The third group cont&nal holdtimer

expired which results in moderate downtime. The fourth group
containdocal router shutdowrandpeer de-configuredvhich have
very long recovery times. As a result, disabling Keepalingets

KAD sessions.

6.2 Number of Session Resets would make a BGP sessidnlind to the third group of failures,
We first measure the number of session resets before and afteland skew the distribution of recovery time towards the otheze
disabling timers. Figurg_I4{a) shows the cumulative distion groups, which have either much shorter or longer recovengsi

of the number of session resets per month for KAD sessions. We This explains the increase in percentage of both short ezgov
group session resets into three periods based on the de®&s Rl times and long recovery times in Figfire T3(c).

disabled and enabled timerBefore 2002.112002.11 to 2006.11 In this section, we analyzed RIPE BGP data to show that dis-
andAfter 2006.11 After disabling BGP timers in 2002.11, we can  abling Keepalive timers indeed reduced the number of sessio
observe a left shift of the distribution, which indicatesrain the sets. At the same time, it also led to a long-tail distriboitif
number of session resets. The median number of sessios m#set  session silence time, during which session failures wenoticed
“Before 2002.1'Lis about 4 times of that 0f2002.11 to 2006.11 and real BGP updates were lost. Thus we recommend not to dis-
This shows that disabling BGP timers did reduce the number of able Keepalive and Holddown timers, even though this isnadtb
session resets. in the BGP specificatiof[14]. In addition, when interpretinis-

After 2006.11, when RIPE restored the timers, the distigiout torical RIPE data, users need to be aware that long silentesti
shifts right, but with a smaller magnitude. This is becahsatewer might be the result of unnoticed BGP session failures, ratien
version of the collector software fixed the BGP message bgck  live BGP sessions suddenly became quiet.
problem during RIB archiving. Thus there should not be asyman
resets as before Nov, 2002. We observed a similar distoibudf
the number of session resets for other RIPE collectors. 7. RELATED WORK
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The quality of BGP data collected by RouteViews and RIPE is our focus differs significantly froni]9] in that we focus onanbji-

far from perfect because of measurement artifacts and mgisisita.

A number of previous works have recognized the need to ifyenti
updates due to table transfers following monitoring sessésets.
[18] uses BGP session state message to identify the staBGia
session re-establishment but this scheme is only avaifabRIPE
data. [15] removes all duplicate BGP announcements fromiphe
date stream which is an effective means to remove updatesdue
table transfers, though it also removed real duplicatEl.idgh-
tify table transfers using a rough estimate, it splits thePBfpdate
stream into 30-second bins and discards any bin that camadne
than 1000 prefixes[T19] developed MCT to accurately detest t
occurring and duration of table transfers from BGP updats-me
sages. All these efforts focus on cleaning up BGP data by vemo
ing table transfer updates, rather than quantifying BGRtsesf
monitoring sessions which is the goal of this paper. Furtioee,

as we showed in this paper, there were significant amountssf se
sion downtimes, during which actual BGP update message®ére
recorded. Unlike table transfers which can be filtered dwdre is
no way to recover missing historical data. For all users stidnical
BGP data, it is critical to know when BGP data may be missing,
and we have made such information available.

[L7] infers the root cause of session failures in one lardre By
using syslog event, router configurations, and SNMP trafia,d
their scheme provides a practical way to identify the dizise
of operational session failures. However, such infornmatsoun-
available from RV/RIPE to understand the failures betwedata
collector and its peering monitors. Als@,[17] reports tleemal-
ized results for one ISP which might not fully represent thare
acteristics and the impact of session failures in all otB&td. The
work reported in[[B] may be considered most relevant to aurs,
which Flayelet al.checks the consistency of BGP data. However

tudinal quantification of monitoring session resets and thgact
on BGP data quality.

Most recently [[TIL] Houidiet al.found that, for routers from
three paricular vendors, the long table transfer duratmesaused
by routers process timers that regulate the processing dsteag,
which explains the lack of observed correlation betweernrdg-
ing table size and the transfer time.

8. SUMMARY

In this paper we reported the first systematic assessmeteon t
BGP session failures of RouteViews and RIPE data collectegs
the last eight years. Our results show that failures of th® Bt&n-
itoring sessions are relatively frequent, averaging a fesgi®n re-
sets per monitor per month. How to make BGP sessions robust
against transient packet losses remains an open probleémirbot
BGP monitoring projects and in operational networks. Ouame
surement also show that failures local to the data collsaton-
tributed between 14% to 37% of the total session resetsoidth
some cases could be due to intended administrative mamtena
they nevertheless affect the quality of the data being ctalte

In the process of analyzing BGP session resets using the his-
torical data, we also found that disabling BGP’s Keepalineet
leads to negative consequence of unnoticed session filike
proposed an efficient algorithm to detect ISP peers thaetuoif
BGP timers. Users of historical RIPE BGP data should take int
account the potential long downtime and missing updateshi®r
affected peers in order to achieve reliable results.

To help users avoid the negative impact caused by BGP mon-
itoring session failures, we have developed a webBi@PReset
which reports monitoring session failures, together whtirt oc-



curring time and duration, for three RouteViews collec(@REG,
LINX, EQIX) and three RIPE collectors (RRC00, RRC01, RRC02)
The URL ishttp://bgpreset.cs. arl zona. edu/. Two
types of failure information are reported:

e Session Resets

The occurring time of session resets, together with the pro-

[15]

[16]

ceeding session downtime and duration of the table transfer [17]

when the session is re-established.

e Collector Restarts
The occurring time of each collector’s outage/restartsnid

tified by synchronized session resets of all sessions on the[18]

same collector, including the number of monitor peers af-

fected.

Users can either use the exported query interface to loosgian
resets of particular collector, monitor, time period, ete.down-
load raw result files for offline processing.
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