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Abstract

This paper considers, in a general setting, an axiomatic basis for Horn clause logic program-
ming. It characterizes a variety of “Horn-clause-like” computations, arising in contexts such
as deductive databases, various abstract interpretations, and extensions to logic programming
involving E-unification, quantitative deduction, and inheritance, in terms of two simple opera-
tors, and discusses algebraic properties these operators must satisfy. It develops fixpoint and
model-theoretic semantics in this generalized setting, and shows that the fixpoint semantics is
well-defined and coincides with the model-theoretic semantics. This leads to a generalized notion
of a Horn clause logic program that captures a variety of fixpoint computations proposed in dif-
ferent guises, and allows concise expression in the logic programming idiom of several programs
that involve aggregate operations.
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1 Introduction

A logic program consists of a set of clauses of the form ‘H :— By,..., B,.” Logically, such a clause
is read as an implication “By and ...and B, implies H.” This reading gives rise to two distinct
notions of the semantics of a Horn program: the model-theoretic semantics, which relates to the set
of facts that follow logically from the program; and the fixzpoint semantics, which relates to the set of
facts that can be computed using the rules defined by the program. In the case of “ordinary” Horn
programs (essentially an idealized version of Prolog), the model-theoretic semantics of a program
is given by its least Herbrand model, which is the intersection of all its Herbrand models (i.e.,
models where function symbols are uninterpreted). Conventionally, the fixpoint semantics of a
Horn program P is obtained by repeatedly “applying” the clauses comprising P to a set of atoms
that is initially empty, and collecting together the results, until nothing new can be generated: this
process can be formalized in terms of the least fixpoint of an operator Tp defined in terms of P.
A fundamental property of Horn programs is that every program P has a (unique) least Herbrand
model that coincides with the least fixpoint of the associated operator Tp.

The fact that the model-theoretic and fixpoint semantics of a Horn program coincide is very
pleasant mathematically, and establishes the fundamental connection between the operational (fix-
point) and intended (model-theoretic) semantics for a large class of systems. Researchers who
have investigated variations of and extensions to Horn clause programming have generally striven
to prove similar results for the various different cases considered (for examples of such variations
and extensions, see Section 6). Unfortunately, the development of the various model-theoretic and
fixpoint semantics in such cases has typically proceeded from scratch. This is unsatisfactory for two
reasons: first, much of the machinery involved in these proofs is reinvented, with minor modifica-
tions, for each such variant; and second, by approaching these results piecemeal on a per-application
basis, we miss the fundamental essence of “Horn-like” computations that causes these results to
hold. The aim of this paper is to address this situation by considering, in a fairly general setting,
an axiomatic basis for Horn clause logic programming. The basic idea behind our approach is very
simple: we define a generic notion of Horn computations in a simple algebraic setting, and present
a small set of axioms that seek to capture the essence of bottom-up fixpoint evaluation for a variety
of “Horn-like” computations. These axioms serve to specify a wide class of algebraic structures over
which generalized Horn programs can be defined in a manner that conforms with our intuitions
of Horn computations, and guarantees the existence of intuitively reasonable least fixpoints and
least models that coincide. In the process, they show how a variety of fixpoint computations, pro-
posed in different guises, can be expressed concisely in the logic programming idiom. In Section 6,
we demonstrate the generality of these results by considering several proposed “Horn-like” frame-
works. Finally, we discuss connections to OLDT resolution and memoizing top-down computations
in Section 8.

2 Preliminaries

We consider the language of Horn clauses [21]; however, because we want to reason about fixpoint
computations over both standard and non-standard domains, we refer to values rather than terms:
values are simply syntactic entities manipulated during a computation, and can be atoms, terms,



feature structures, graph structures, abstract domain elements, etc. The set of all values is denoted
by D. Further, it is technically convenient to treat a predicate of arity k as a unary predicate whose

argument is a k-tuple of terms.

The fixpoint evaluation of a program P on an input set of values R is the set of values that
can be obtained by repeatedly applying the clauses of P to inferred values, with the initial set of
inferred values being R, until no new tuples can be inferred.! There are two reasons we consider
arbitrary input sets instead of evaluating P on (): first, in deductive database applications the “base
relations” are usually considered to be part of the input rather than of the program itself; second,
we may want to fix the meanings of some predicates, such as plus and minus that specify arithmetic

operations.

We assume that we have a binary operator @ : D x D — D. The notion of a value being an

instance of another is defined as follows.

Definition 2.1 Given ¢,,t, € D, t; is an instance of t, if and only if there is some ¢5 € D such that
t, =ty @ t;. We denote this ast; <t,. 1

Since bottom-up evaluation requires the manipulation of sets of values, we “lift” the operator ®
to operate on sets, to obtain an operator @ :P(D) x P(D) — P(D):

Definition 2.2 For any S;, S, in P(D), S1 © So = {51 @ 55 | 8, € 51,8, € Sy} . ¥

Sets of values may reasonably be assumed to convey “information”—indeed, the Tp» operator of van
Emden and Kowalski [43], like other immediate consequence operators that have been proposed for
various extensions to Horn logic programming, essentially specifies what information can be inferred
using the rules of a given program given some information that is known to be true. In general, it
may happen that two different sets of values .S5; and S, contain the same amount of information:
this can be expressed by specifying, for each set of values S, a “canonical representative” S* that
contains the same amount of information as S: the idea is that all sets that contain the same
amount of information have the same canonical representative. To this end, we assume that we
are given a normalization operator * : P(D) — P(D) that yields, for any set of values S, the
canonical representative of those sets of values whose information content is the same as that of 5.
The notion of a set containing “the same amount of information” as another can be captured via

a relation ~:
Definition 2.3 Given S;,5, € P(D), S, = S, if and only if Sf = SL. ¥

Recall that the fixpoint evaluation of a Horn program can be seen in terms of repeatedly applying
the rules of the program and “collecting together” the sets of tuples obtained from each rule. The

LOf course, we have no way of knowing at this time whether such a set always exists, or, if it exists, is unique,
so perhaps it is premature to speak of “the set” of values so obtained. At this point, the appeal is primarily to the
reader’s intuitions: later in the paper we will consider conditions that guarantee that there is a unique “smallest” set

that can be obtained by repeated application of rules in this way.



notion of “collecting together” a set of sets of tuples can now be defined in terms of a merge operator

~

6 :

Definition 2.4 Given any set of sets of values S C P(D), their merge is defined as @ S = (US)F.
|

Finally, given a set S of (values that are) tuples, the selection operator |, returns the set consisting
of the first element of each (tuple) element in S.

A Summary of the Development so far : We have assumed that we are given two operators
®@ and *'. These, together with the operations of set union and selection (), yield an
algebra with operations U, |1, *, and & . Using these, we have defined the derived operators
@ and & , and the relation =, which are notationally more convenient in the development
that follows. The reader may wish to keep in mind, however, that everything in the rest of

the paper can easily be restated in terms of only U, |1, ', and @ , essentially by a process of
macro expansion.

3 Axioms for Horn Programs

Our first axiom states that normalization preserves information content (and thus that * is idem-
potent):

Axiom 1 For any S € P(D), S* = S.
It is straightforward, from the definition of a2, that it is an equivalence relation.

NOTATION : In the remainder of the paper, the “domain of computation” we will typically be
concerned with will be P(D)/ =. For brevity of notation, this set will be denoted by D.

The next axiom states, intuitively, that the operations of interest in our algebra, namely, union,
@ , and the selection of the first element of a tuple, respect the notion of information content:

Axiom 2 = is a congruence relation with respect to U, @ , and },, i.e.:

1. Let {S; | i > 0} and {S] | ¢« > 0} be subsets of D, then if S; =~ S| for each i > 0 , then
(Uiz05:) & (Uiz05])-

2. For any {S1,5},55, 58} CD, if S = S} and Sy = S} then S; @ S, ~ S, @ S).

3. If S~ 5" forS,S" €D, then S |, =~ S |i.

Our third axiom states that @ behaves sensibly when applied to tuples (so that, for example, @
applied to two 5-tuples does not yield a 17-tuple):



Axiom 3 Let ry,...,r, and si,...,s, be elements of D, then (ri,...,r,) @ (s1,...,8,) =
(ti,...,tn), wheret; < r; and t; < s;,1 <7< n.

Note that this axiom states only that & cannot behave in completely unconstrained ways when
applied to tuples. It may not say everything we might want to say about the behavior of @ on
tuples in the context of a particular application (e.g., that variables shared across different elements
of the tuples are handled consistently): such additional constraints have to be taken into account
explicitly when defining ® for a particular application. These axioms are sufficient to show our
first main result, which states that every program has a least fixpoint. Our second result states
that every program has a least model. The notion of a model rests upon a reinterpretation of the
notion of entailment based on the notion of “information content” discussed above. To establish
this result we need an additional axiom that expresses the requisite properties for ®@ . This axiom
consists of two parts: intuitively, the first part states that for any values ¢ and ', the value t ® ¢/
conveys no more information than does ¢, while the second part elaborates on the special case where
t' = t, stating the value ¢t ® ¢t conveys no less information than does .

Axiom 4 Foranyt,t' €D, (1) {t} B {t @ t'} = {t}; and (2) {t} & {t @ t} = {t @ t}.

Our first use of Axiom 4 is in Section 5; preceding results require only Axioms 1-3.
4 A Generic Fixpoint Semantics

A generic fixpoint semantics for Horn programs, in terms of the operators ® and @ , can be

defined as follows:

1. Rule Application :
To evaluate a clause C' given a set R of values for its body literals, it is necessary to
generate instances C' of ' such that each body literal of C’ is an instance of an ap-
propriate value in R. If ¢ = ‘H :— Bj,...,B,’, then any such instance is given by
(H,By,...,B,) ® (H,B},...,B}), where Bl € R,1 < ¢ < n. The set of all such instances,

therefore, is simply
{H,By,...,B)} & {(H,B,,...,B') | BL€¢ R,1<i<n}.

The appropriate instances of the head of the clause C' can then be obtained simply by selecting
the first element of each tuple so computed:

apply _rule(C,R) = ({(H,By,...,B)} @ {(H,B,,...,B.) | B R,1<i<n}) |
where C'=‘H :— By,..., B,

2. Fvaluating a Program :
Evaluating a program on input R now involves computing the least fixpoint of an operator
Tp that yields the values that can be inferred by using R in the body literals of rules of P.

Tp(R) = & {apply_rule(C,R)| C € P}.



3. Fizpoint Semantics :
The fixpoint semantics of a program P is given by the least fixpoint Ifp(7p). Corollary 4.9
below shows that this exists and is well-defined for any program P.

The following example illustrates our approach, and also shows that it can capture some important

cases of Horn computations.

Example 4.1 Consider the case where, given a Horn program P, the set of values D is the set
of terms of the language of P augmented with a distinguished element —, denoting failure of

unification, and the instance operator @ and the normalization operator ' are defined as follows:

1. ®@ is the “usual” first order notion of “most general instance” [31, 33]: Given two (tuples
of) terms ¢; and o, t; @ t5 is their most general instance, if one exists, and — otherwise.

2. 'is the identity function, modulo ignoring —: for any S € D, S§* = S\ {=}. Thus, @ is set
union, modulo ignoring —.

This case corresponds to the “usual” case of Horn program evaluation, and yields the S-model

semantics of Falaschi et al. [13].

Alternatively, we can consider the following variation on this example: the operator ® is
defined as before, but ! is modified so that it yields only irredundant sets of elements, where an
element of a set S is redundant if and only if it is subsumed by some other element of S [22]. In
other words, S* is the set of maximal elements of S, where the partial order is the usual “more
general than” ordering on terms (modulo variable renaming). In this case, the computation involves

subsumption checking each time the rules are applied. g
The following properties of @& and @ that are useful in developing our results.

Lemma 4.1 & is associative, commutative, and idempotent. g

Proposition 4.2 @ distributes over & .

Proof: By definition, S ® S' = {s @ s’ | s€ SAs € 5"} for any S, S’ € P(D). Thus, we have
S @ (S US,)
={s@5|s€ SN ES US,}
={s@s|(seSNFeS)V(se SN €S}
={s@s|seSANSeSU{sRs|se SN €S}
=(S@S)U(S D 9).

Now from Axiom 1, S =~ S*, and since, from Axiom 2, ~ is a congruence with respect to U, we have



S & (S1USy) =S A (S1US) =58 (S, 8 Sy).

Similarly, (S ® S;)U(S ® S2) ~ ((9 @ S)U(S @ 99))F = ((S @ S1) & (S @ Ss)). Thus, we have
SO (5135~ (5B S8) & (SO Sy,

which shows that @ is left-distributive over @ . A symmetric argument can be used to show that

@ is also right-distributive over D . Thus, @ distributes over & . n

Intuitively, given sets of values S;,S, € D, S; & S, contains the information present in both
S; and S, This implies that S; & S, can reasonably be expected to contain more information that
either S; or S, by itself. The notion of “contains more information than” can be formalized by

defining a binary relation C over D as follows:
Definition 4.1 For any S;,5, € D, S; C S, if and only if S; & So ~ S5. 1

Proposition 4.3 D is partially ordered by C, and forms a complete lattice with least element ()

and greatest element D, and join operation & .

Proof: That (D,C) is a poset is a straightforward consequence of Lemma 4.1.

It is straightforward to show, from the definition of C, that for any S; and S, in (D,C), S, &S,
is the least upper bound of S; and S,. First, from Lemma 4.1, @ is associative and idempotent,

whence it is easy to show that for any 51,5, € D,
51@ (51@52)%51@52

whence S; C (5, & S3). A similar argument establishes that S, C (5 & S3). Thus, S; @ Sy is
an upper bound for S; and S5 with respect to C. We now show that it is the least upper bound:
consider any S; € D that is an upper bound for S; and S5, i.e. S, C S5 and S C S3. From the
definition of C, it follows that S; & S5 ~ S5 and S5 & S5 ~ S3. Then, we have

(S1 @ Sy) & S~ (S1 & S3) D (S5 & Ss) from Lemma 4.1
~ 53 @ 53 since (Sl @ 53) ~ 53 ~ (Sz @ 53)
~~ 93 since, from Lemma 4.1, & is idempotent

whence (5 o Sy) C Ss, i.e. S) @ S, is the least upper bound of S, and S, with respect to C.

Now () C S for any S € D, whence we have § & S = (0 U S)! = S* so that § T 5, i.e. 0 is the
least element of Dwith respect to C.

Since US € D for any S C D, it follows, from the definition of & , that & S € D for any S C D.
Thus, every subset of D has a least upper bound in D. Since (D,C) also has a least element, it

follows [6] that it is a complete lattice.



To see that D is the greatest element of the lattice (D,C), note that S C D for any S € D, so
(SUD) = D. It follows that (SUD)! = D!, which means that (S @& D) ~ D, or equivalently, S C D.

Lemma 4.4 Let C' be any clause in a program. For any 51,5, € D, if S ~ S, then
apply _rule(C, S1) = apply _rule(C, Ss).

Proof: Let C' be a clause ‘p(t) :— q(t1),...,¢.(t,)’, and let S;,.S5 € D such that S; =~ S,.
For simplicity of notation, let R; denote the set {(¢,#},....t,) | t; € (S1),}, and R, the set
{8, ) | th € (Sa),,}. Since Sy &= Sy, it follows, from the definition of ¥, that R; &~ R,. From
Axioms 2 and 3, we therefore have

({<t7 tl? .. 7£n>} ® Rl) ~ ({<£7 517 .. 7£n>} ® Rz)
It follows, from Axiom 2, that ({{f,t,,...,6,)} @ Ry) b1 = ({{t,t1,...,t,)} @ Ry) |1 . From the
definition of apply_rule, we then have apply_rule(C, S,) =~ apply_rule(C,S3). n

Lemma 4.5 Let C' be any clause in a program, and let S = {S; | ¢ > 0} be a chain in (D,C), i.e.
So ESl ESQ E Then,

U apply _rule(C, S) = apply_rule(C,US).

SES

Proof: Let C be the clause ‘H :— By,..., B, . First, consider the set R = {R; | i > 0}, defined
as follows:

Ry = So;
Ri:Ri_lLJSZ', l>0

It is obvious that (R, C) is a chain, i.e., Ry C Ry C Ry C .... We show, by induction on ¢, that
R; =~ S;. The base case, for ¢ = 0, is trivial. In the inductive case, assume that R; = S; for 0 <1 < k,
and consider Ry 1 = Ry U Sky1. Since S is a chain, Sy C Sy, 80 S, U Sky1 = Sky1. Since S; U5,
is nothing but (S; U S,)* for any S; and S, this implies that (S; U Sky1)! = Sky1, and therefore
that (S, U Spy)¥ = S,i_l_l. Since ! is idempotent (Axiom 1), this implies that S, U Spy1 & Siq1-
Since Ry = Sy from the inductive hypothesis, Axiom 2 implies that R, U S,11 = Sky1, i.e., that
Ry = Siti.

The proof proceeds by first considering the application of apply_rule to the chain (R, C), then
applying the results to the chain (S, C). First, consider an atom H’ € U;apply_rule(C, R;). It must
be the case that H' € apply_rule(C, R;) for some R; € R, which means that there must be atoms
B € R;,1 < j < n,such that



H'= ((H,Bi,...,B,) @ (H,Bl,...,B.)) |..

But if this is true, then since B’ € R;, it must also be the case that B’ € UR;, 1 <
n. This means that H’' must also be in apply_rule(C,U;R;). Thus, U, apply_rule( R;
apply _rule (C, U; R;).

N IA

j
i)

We next want to show that apply_rule(C,U;R;) C U;apply_rule(C, R;). Consider an atom
H' € apply_rule(C,U;R;): suppose H' is in apply_rule(C,U;R;) because there is some set of atoms
B; € U;R;,1 < j < n, such that

H =({(H,By,...,B,) @ (H,By,...,B)) |i.

Clearly, for each B}, 1 < j < n, there must be some element of R—call it RU)—such that B; € RU)
for otherwise, B} cannot be in UR. Thus, if we union together all such RU), then all of the B;
will appear in the result: in other words, let R®) = U;?:lR(j)7 then B; € R% 1 < j < n. This
implies that H' € apply_rule(C, U?IlR(j)). Now each of the sets RU) is an element of the chain
R ={Ry, Ry, Rs,...}: let

m = max{i | 3j: Ry = RV}
then it is not difficult to see, from the definition of the set R, that R, = U?IlR(j). Thus, we have
H' € apply_rule(C, R,,).

It follows from this that H’' € Uapply_rule(C,R;), i.e., that apply_rule(C,U;R;) C
U;apply_rule(C, R;). Thus, we have apply_rule(C,U;R;) = U;apply_rule(C, R;).

Now R; =~ 5; for ¢ > 0, and from Axiom 2 = is a congruence with respect to U, whence it is easy
tosee that U; R; = U;S;. Then, from Lemma 4.4, we have apply_rule(C,U;S;) = U;apply _rule(C, S;).
The Lemma follows. g

Lemma 4.6 Let C be any set of rules in a program P, and S C D any set of sets of atoms. Then,

U U apply _rule(C, S) = U U apply _rule(C, S).

SeSCeC CeC SeS

Proof: It is easy to see, from the definition of the function apply_rule, that

Uses Ucec apply_rule(C,5)

={u| (35 € S)(3C € C)[u € apply_rule(C, S)]}

={u | (3C € C)(3S € S)u € apply_rule(C,S)]} since the choices of S and C are
independent

= Ucec Uses apply_rule(C, S).



The following is our first main result.
Theorem 4.7 For any program P, the operator Tp : D — D is continuous.

Proof: We wish to show that for any P, 7Tp(US) = U{7p(5) | S € S} for any chain S = {S,, Sy, ...}
in (D,C). Let p be a predicate in the program P, where p is defined by the rules C'y,...,C,,. Then,
we have

U2 apply _rule(Cy, US) = U, Uses apply _rule(C;, ) From Lemma 4.5
/2 Uges Uy apply_rule(Cy, S) from Lemma 4.6
~ Uges @ sy apply_rule(C;, S)  from Axiom 1.

From the definition of eval_pred, this gives
eval_pred(p,US) & Ugegeval _pred(p, S).

Since Tp(R) is nothing but the union of eval_pred(p,R) for each predicate p defined in P, this
implies immediately that 7p(US) & UsesTp(S). Since S; U Sy = (S U S,)! for any S; and S,, this
can be restated as Tp(US) = UgesTp(S). The theorem follows. m

Next, we combine this result with the Knaster-Tarski fixpoint theorem, which may be stated

as follows for our purposes.

Theorem 4.8 [/2] If (D,C) is a complete lattice with meet and join operations M and U respec-
tively, and f : D — D is continuous, then f has a unique least fixzpoint Ifp(f) € D, given by
Ifp(f) = Uisofi(=) = {a | f(z) C 2}, where — is the least element of D. g

The following corollary guarantees the existence of a unique least fixpoint for our generic immediate
consequence operator 7p:

Corollary 4.9 For any Horn program P, the operator Tp : D — D has a unique least fixpoint
Ufp(Tp), given by lfp(Tp) = UisoTA(0) = M{a | Tp(x) C '}, where N is the meet operation of the
lattice (D,C). n

5 Models Over a Domain Equipped with @ and &

We now develop the notions of interpretations and models, and show that every program has a
“least” model that coincides with the least fixpoint.

As we saw in earlier sections, the 7Tp operator computes elements of D. The elements of D are
sets of elements of D, and we think of each such set as conveying some information. Intuitively,



an interpretation should assign a set of elements of D to each predicate in the program, and a
model is an interpretation in which for each rule “instance” (obtained using © ), the head should
follow from the interpretation whenever the facts used to instantiate the body follow from the
interpretation. It is important to note the use of the phrase “follow from” in the above: since an
interpretation is seen as conveying information, a fact follows from an interpretation if adding this
fact to the interpretation does not change the information content. We formalize these intuitions

below.

Definition 5.1 An interpretation of a program is an element of D. Let .S be an element of D, and

let @ be an element of D. We say that S = a iff S @ {a} = S.

The notion of |= corresponds to the notion of truth; a fact a is “true” in an interpretation S if

S Ea.

Definition 5.2 An interpretation [ is a modelfor atule H :— By,..., B, if, for every set of atoms
By, ..., B! such that I = B,...,I |E B/, it is also the case that I = H’, where

H' =({(H,By,...,B,) @ (H,B},...,B.)) li.

An interpretation [ is a model for a program if it is a model for every rule in the program.

A model M is said to be minimal if for every a € M, M\ {a} % M. 1

Intuitively, applying & to two elements of D gives us all the information in the two elements, and
similarly, ® gives us the information that is common to the two elements. We will use the &
and ©@ as the union and intersection operations on interpretations (and therefore models). The
following result provides an intuitive and useful connection between our notion of “entailment” ()

and the notion of “information content”.

Proposition 5.1 Let S, and S, be elements of D, then S; C Sy if and only if, for any element a
of D, it is the case that S, = a implies S, = a.

Proof: [ = ]: Suppose that S; C Sy, i.e., S; & Sy &= Sy. Then, for any a € D,

Sy & {a} =~ (S, @ Sa) & {a}, since S; C .5,

~ (S; @ {a}) & Ss, since, from Lemma 4.1, & is commutative and associative.

Then, if S; = a then S; & {a} = Sy, whence S, & {a} =~ (S1 & {a}) & Sy =S, & Sy ~ S,
i.e., Sy = a. This shows that if S} C Sy, then for any a € D, S; = a implies S, = a.

[ < ] From the definition of |=, it is easy to show that S; | a for every a € S;. Now suppose that
for every a € D, it is the case that S| = a implies S, |= a. Then, since S; = a for every a € Sy,

10



it follows also that S, |= a for every a € Sy, or, equivalently, that S, & {a} ~ S, for every a € 5.
Then, it is a straightforward consequence of the definitions of = and =, and Axiom 1, that for any

S, T eD,
(SOT)~S <« (SUT)=S.

From Axiom 2, 2 is a congruence with respect to U. Therefore, we have

Uses, (S2U{a}) &= Uges, S2 since S, & {a} = S, for every a € S,
< Sy U (Uges, {a}) = 5

< (S, US)) = S, from Axiom 2, since Uges, {a} = 54
& (9, D S)) ~ 9,

< 5 C9,.

Corollary 5.2 For any S1,S, € D, S; = S, if and only if, for everya € D, S1 Fa< S; Ea. n
Proposition 5.3 Let S, and S, be elements of D, then Sy @ So T Sy and S; @ S T S,.

Proof: From Axiom 4 and the definition of C, we have {a ® b} C {a} for any a,b € D. Now
consider any S;, S, € D: since, from Proposition 4.3, @ is the join of the lattice (D,LC), it follows
that

@ {{81 ® 82} | 51 € Sl and S9 € Sz} E @ {{81} | 51 € Sl}
le'

Thus, @ {{s; @ 55} |51 €51 and 5, € S3} C S;. Now from the definition of & , we have

51®52:{81®82|81651and82652}
= U{{Sl & 82} | 81 € Sl and 8o € Sz}
~ @ {{s1 @ 82} |5 €95 and sy € S,}.

It follows from the definition of C that S; ® S, C S;. A symmetric argument establishes that
Si ® Sy 5. |

As observed earlier, we wish to use the & operation for model intersection. The following
result justifies this choice by showing that, as one would expect, a fact is true in the “intersection”

of two interpretations if and only if it is true in each of them.

Proposition 5.4 Let I, and I, be elements of D, and let a be an element of D, then I, & I, = a
if and only if I, = a and I, | a.

11



Proof: The only if direction of the proof follows immediately from Propositions 5.1 and 5.3.

To prove the if part, suppose that I; |= @ and I, |= a, and consider the set I; @ I,. From Axiom
2 and the definition of =, we have I, @ I, = (I, & {a}) @ (I, & {a}). Now, from Proposition 4.2,
@ distributes over @ . It follows from this that

Lo L~ 66L& (I {d)d ({a} & L) & ({a} & {a})
From Axiom 4, ® is idempotent, whence we have

Lo L~ L) ® (L ®{d)® ({a} & L) & {a}.
Then, if we add {a} to both sides, we get

(L& L) & {a} = (L8 L)& (L &{a}) & ({a} & b) & {a} & {a}

~I1, ® I, since, from Lemma 4.1, & is associative and idempotent.

It follows from this that I, @ I, = a.

The following result is somewhat surprising, given our rather weak assumptions about the
operator @ :

Proposition 5.5 & is associative, commutative, and idempotent.
Proof: To see that & is associative, note that for any Iy, I, Is € D, and for any a € D,

(LOL) O LEaeas (LdL)Eaand ;= a from Proposition 5.4
<l EFaand L Eaand I; = a
el Eaand (L ® L) = a.
It follows, from Corollary 5.2, that (I, © I,) @ Iy~ I, ® (I, ® I3).
To see that & is commutative, note that for any I;, I, € D, and for any a € D,
(LoL)FaslEFaand I, =a from Proposition 5.4
s lLhEaand I Ea
<~ (12 ® Il) ): a.
It follows, from Corollary 5.2, that I} @ I, ~ I, @ I,.

To see that @ is idempotent, note that for any I € D, it follows from Proposition 5.4 that for
anya € D, (I ® I)=aifand only if I | a and I |= a,i.e., (I @ I) = a if and only if I |= a. It
follows, from Corollary 5.2, that I @ T~ 1. m
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Theorem 5.6 (D,C) forms a complete distributive lattice with meet operation © , join operation
& , least element O and greatest element D.

Proof: It has already been shown, from Proposition 4.3, that (D, C) forms a complete lattice with
join operation & , least element @, and greatest element D. From Proposition 4.2, @ distributes
over @ . It remains, therefore, to show only that & is the meet of this lattice. For this, it suffices
to show that & is associative, commutative, idempotent, and satisfies the absorption laws

A@(A@B)zA@(A@B)%A for any A, B € D.

The associativity, commutativity, and idempotence of & follows from Proposition 5.5. From
Proposition 5.3, A @ B C A, whence we have A & (A ® B)YC A & A, and from the idempotence
of & , it follows that

Ad (AD B)C A.

Since @ is the join operation of the lattice (D,LC), it follows that A T A & (A ® B). This

establishes that A @& (A ® B) = A. From Proposition 4.2, @ distributes over @ , Whence we
have
A® (A & B) ~ A® B)

©A) D (
& (A® B), since from Proposition 5.5 ® is idempotent

(A

2
S

Q

Thus, the absorption laws are satisfied. It follows, therefore, that @ is the meet operation of the
lattice (D,C). n

The algebraic structure of D given by this theorem can be elaborated further—the following
result, which is an easy consequence of Theorem 5.6 and the definitions of @ and @ , is interesting

because of the connections that it establishes with transitive closure computations (see also [18]).
Corollary 5.7 (D, @ , @& ,0,D) is a closed semiring.

The following proposition states that the meet of two models is also a model; an important conse-
quence is that every program has a unique least model.

Proposition 5.8 Let M, and M, be models of a program P. Then, My & M, is also a model.

Proof: Consider a rule instance (t :— t;,...,¢,) such that M, & M, k= t;,1 < i < n. From
Proposition 5.4, it follows that M; =¢t; and M, =t;, for i = 1...n. Since M; and M, are models,
M, =t and M, |=t. From Proposition 5.4, it follows that M, ® M, =t. &

The next result establishes an important link between the model-theoretic and fixpoint seman-
tics.
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Theorem 5.9 An interpretation I is a model for a program P if and only if Tp(1) C I.

Proof: If: Suppose that Tp(I) C I but [ is not a model of P. Then, there must be some rule
C=H :— By,...,B,,n >0, in P, such that for some set of atoms {Bj,..., B.} C I, for which
we have

(H".BY,...,B"Y=(H,By,...,B,) ® (H,B,,...,B.)

for some BY, ..., B in D,such that [ = B/ ;1 <i < mn, but I £ H”. However, from the definition of
the function apply_rule, we have H"” € apply_rule(C, I), and therefore that { H"} C apply_rule(C, I).
It follows, from the definition of 7p, that {H"} C Tp(I), i.e., that I & {H"} ~ I, which implies
that [ = H”. This is a contradiction. We conclude, therefore, that I is a model of P.

Only if : Suppose that I is a model of P, i.e., for every rule H :— Bj,..., B, in P, and for every
set of atoms B, ..., B/ such that I = B!, where B} is an instance of B;, 1 <1 < n, if

H =({(H,By,...,B,)@(H,B,,...,B)) l1

then [ |= H', i.e., that I @& {H’} ~ I. Since this is true for every such instance H’ for each rule C'
in P, it follows from the definition of the function apply_rule that

I & apply_rule(C,I) = I

or, in other words, that apply_rule(C,I) C I. 1t follows immediately that Tp(/)C I. n

The main result of this section can now be proved along essentially the same lines as the
corresponding result in [21]:

Corollary 5.10 For any Horn program P, let Mp denote the least model of P (with respect to the
ordering C ), then lfp(Tp) = Mp.

Proof: From Theorem 5.6, @ is the meet of the lattice (D,C). Therefore, we have

Mp~ & {I'| Iisa model for P} from Proposition 5.8
~ @{I|Tp()CT I} from Theorem 5.9
~ lfp(Tp) from Corollary 4.9.

6 Applications

This section considers the application of the framework developed in the preceding sections to a
variety of fixpoint computations based on Horn logic programs. We briefly describe several proposed
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fixpoint computations and define the operators @ and ! in each case. It is easy to show that our
axioms are satisfied, although we do not do so in this abstract for lack of space. The existence of
a least fixpoint and a least model and their equality then follows as a consequence of the theorems
proved in earlier sections. It is usually considerably simpler to prove the existence of a least fixpoint
by reasoning only about “local” properties of simple operators to show that Axioms 1-3 are satisfied,
and appealing to Corollary 4.9, than by carrying out an explicit proof of continuity that involves
“global” reasoning about the behavior of relatively more complex operators on chains and at limit
points. A similar remark holds with regard to results about least models.

6.1 Quantitative Deduction

A quantitative deduction system is described by van Emden for probabilistic inference in logic

programs [44]. In such a system, each inferred atom p(¢) is associated with a real number (its
weight) a € (0,1] that gives our “confidence” in the truth of p(f): an atom A with weight w is
written A : w. Thus, D is the set of weighted ground atoms of the language under consideration,
augmented with a distinguished element — denoting failure of unification. Additionally, each clause

has associated with it a real number f € (0,1], called a factor. A clause with head H, body

f
By, ..., B, and factor f is written ‘H :— By,..., B, . The idea is that given a set of weighted

!
ground atoms R, such a rule can be evaluated by taking a ground instance of the rule ‘H' :—

Bj, ..., B!’ where {Bj : wy,..., B! :w,} C R. Then, the weighted atom inferred is H' : w, where
w = f x min{wy,...,w,}. When evaluating a set of rules against a set of weighted ground atoms
R, a given atom may be inferred from many different rules, in a number of different ways, and
with different weights: the weight associated with this inferred atom is taken to be the largest of
the different weights associated with it. In other words, inference involves minimization of weights

within a rule, and maximization across rules.

To formulate this system as an instance of our framework, the instance operator & is defined
as follows: (t; 1 ay) @ (t2 : ay) =t : a, where t is the most general instance of t; and ¢, (— if they
have no common instance), and ¢ = min(ay, a,). Given a set S of (tuples of) terms with weights,
let mazwt(t,S) denote the largest value in the set {a | ¢ : @ € S}, if this set is nonempty, and 0
otherwise. The normalization operator ' is defined as:

St={t:a|a=mazwt(t,S)}\{t:a|t=-Va=0}.

6.2 Logic Programming with Inheritance

Ait-Kaci and Nasr describe a system that extends conventional logic programming languages by
incorporating subtyping and inheritance directly into the unification algorithm [1, 2]. In this case,
the notions of instance and merge are defined with respect to a type semilattice that is user-
definable. Objects in D are partially ordered type structures called i-terms. These concepts are
defined more formally in [1]: for our purposes, it suffices to note that if the set of type constructors
Y_, partially ordered via a subtype relation <, forms a join-semilattice (with — <« for all a € X),
then the set of ¥-terms D inherits this semilattice structure. Here, — denotes the empty set; this

implies that any term that contains an occurrence of — also denotes the empty set, and may be
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identified with —. Then, it can be shown that for any pair of i-terms ¢; and t,, their greatest
lower bound ¢, 57 ¢5 (with respect to the type hierarchy) exists, is also a 1-term, and ¢, \/ ¢; can be
constructed effectively [1].

In this case, the instance operator & is nothing but the join operator on #-terms, 57. The
normalization operator ! is the identity function with the difference that it discards all terms that
have — as a subterm. Thus, S* = S\ {¢ | — occurs in ¢} for all S € D.

6.3 Logic Programming with Equality

A number of authors have considered extending logic programming languages by generalizing unifi-
cation to “F-unification”, i.e. unification with respect to an equational theory £ (see, for example,
[3, 17, 20, 39, 40]—a survey is given in [5]). Theoretical aspects of extended unification in the
context of logic programming have been studied by Jaffar et al. [19] and Gallier and Raatz [14].
Here we consider how logic programming languages extended to deal with certain kinds of equality
theories can be viewed as instances of our framework.

Let D denote the set of terms of the language under consideration, augmented with a distin-
guished element —. An equational theory F is said to be wunitary if any two terms ¢; and ¢, that
are F-unifiable have a unique (modulo equivalence under F) most general unifier. Apart from
the “usual” notion of unification of first order terms, equational theories that admit unique most
general unifiers include that of Boolean rings [28], and theories that are either left-distributive or
right-distributive (but not both) [35]. We assume that the equational theory E under considera-
tion is unitary. Given two F-unifiable terms ¢; and ¢, let mgug(t,,t2) denote the (E-unique) most
general unifier of ¢; and t,. The instance and normalization operators are defined as follows:

bt = t if t; and ty are F-unifiable, and t = 0(t,), where 8 = mgug(t,, ;)
' *7 1 = otherwise.

The normalization operator ! is essentially the identity function: S* =S\ {—}.

6.4 Aggregate Computations

As an example of an aggregate computation, consider the program

path(A, B, N) :- edge(A, B, N).
path(A, B, N) :- path(A, C, N1), path(C, B, N2), plus(Ni, N2, N).

Let the input consist of a relation edge such that (a,b,n) € edge if and only if there is an edge
from a node a to a node b with cost n; and a relation plus, such that (n,, ns, n) € plus if and only

if n =ny + no.

Suppose that we are interested not in all paths between any pair of nodes, but only in shortest
paths. This semantics is difficult to specify in the usual Horn clause formalism. In this case, we

may consider any two sets of atoms for path to be equivalent in terms of “information content” if
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they agree on the costs of the shortest paths between each pair of nodes. More formally, given a
set S of tuples for path, let mindist(a,b,S) denote the cost of the shortest path, according to 5,
between nodes a and b:

mindist(a, b, §) — { min{n | (a,b,n) € S} if {n | <'a,b,n> €ESH£D
- otherwise
The normalization operator can now be defined as follows: For any set S of triples of the form

(a,b,n), where a and b represent nodes in the graph and n is a natural number,
St = {{a,b,n) | n = mindist(a,b,S)An # —}.

The instance operator ® is given by the usual first order notion of “most general instance”. The
fixpoint evaluation of this program with the operators * and @ defined in this manner yields
only the shortest paths between any pair of nodes. Notice the important operational differences
between the evaluation in this case, and that in the case of evaluation using the “usual” operators:
at any point, this definition retains only the shortest distances between nodes, making for more
compact representations and more efficient computation; moreover, the evaluation of the program
terminates in finitely many steps, as long as the graph does not contain any cycles of negative cost.
It is not difficult to show that this definition of the operators satisfies our axioms.

6.5 Abstract Interpretation

An abstract interpretation may be thought of as an “execution” of the program over an abstract
domain D, rather than the concrete domain of computation D.,,.. A concretization function
conc : Dy, — Deyne maps each abstract domain element to the concrete domain element it
describes. Abstract interpretation of Horn programs has been studied by various researchers (see,
for example, [4, 9, 10, 25, 26, 27, 29]). Given the structural relationships between the abstract and
concrete domains, the notion of & in Dy, can be derived without much trouble from the notion
of instance in D,,,.. For example, one plausible definition is the following: given elements s and t
in Dy, s is an instance of t if and only if every element in conc(s) is an instance of some element
in conc(t). For a groundness analysis, for example, let g, nv and any be abstract domain elements
denoting, respectively, the set of ground terms, the set of non-variable terms, and the set of all
terms. Then, g is an instance of nv, which in turn is an instance of any. The operator * can be
defined in at least two ways: either as set union, or by means of a LUB operation in the abstract
domain. The former is more precise but less efficient, the latter less precise but more efficient.

We give two examples of how abstract interpretations of logic programs may be formulated
within our framework.

Example 6.1 (Success Pattern Analysis [24, 25, 34])
This analysis uses “depth-k abstractions” to obtain finite descriptions of infinite sets of terms. Let

Ddenote the set of terms of the language under consideration, augmented with a distinguished
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element — denoting failure. A term ¢ is said to be a canonical depth-k abstraction if the depth of
t is at most k, and no variable occurs more than once in ¢t or at a depth less than k [25]. Let the
canonical depth-k abstraction of a term ¢, modulo variable renaming, be denoted by d;(f). The set
D is the set of all canonical depth-k abstractions of the language under consideration. Then, the

instance and normalization operators are defined as follows:

e The instance operator & is defined as follows:

ty @ty = 8 (mgi(ty,ts))

where mgi(t;,ts) is the most general instance of ¢; and ¢, (in the usual first order sense) if

one exists, — otherwise; and 9, (—) = —.

e The normalization operator ! is essentially the identity function: S* = S\ {-}.

Example 6.2 (Groundness Analysis [10, 11, 26, 27, 23])

First, consider a very simple groundness analysis that uses the special constant g to represent terms
known to be definitely ground, and the constant any to represent the set of all terms of the language
[11, 23]. For notational convenience, define the predicate is_ground as follows: Given a term t,

is_ground(t) if and only if either t = g, or ¢ is a ground term and ¢ # any.

The instance operator is defined as follows:

— iftlz—ortQZ—
bt = if t; & {g,any}, t, € {g,any}, and t,,t, are not unifiable
FE T ) g ifis_ground(ty) or is_ground(ts)

any otherwise.

The normalization operator ! is essentially the identity function: S* =S\ {—}.

A more sophisticated groundness analysis may be obtained using propositional formulae to de-
scribe dependencies between variables. A class of formulae that has received considerable attention
in this regard is the class Pos_ of positive propositional formulae, which consists of the propositional
constant false, together with formulae that can be constructed using variables and the connectives
A, V and & [10, 26, 27]. To express this analysis in our framework, it suffices to have D = Pos_,

@ = A, and }; as 3. The abstract domain D, is therefore P(Pos_). Intuitively, two sets of
propositional formulae convey the same amount of information if they are logically equivalent: one
simple way to capture this is to identify the “information content” of a set of such formulae with

the set of its logical consequences. Thus, for any S € Dy, S* ={s| S = s}. n
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7 Generalizing the Instance Operator ©

The discussion so far has assumed that the instance operator @ is a function, ® :D x D — D.
However, there is no a priori reason why this should be so. Given t;,t, € D, it is not unreasonable
to assume that t; ® t, need not be unique. This is the case, for example, for most nontrivial
equational theories [35]. Intuitively, this would correspond to @ being something like a relation
rather than a function. Technically, it turns out to be more convenient to model such a generalized

instance operator as a set-valued function:
@ :DxD— P(D), ie., ® :DxD—1D.

The “lifted” operator @ :D x D — D is then defined as follows: for any Sy, S5, € D,
S1 @ So=U{ty @ ts |ty € S1,t5 € Su}.

With this minor change, the treatment given earlier, including the results of Sections 4 and 5—in
particular, Corollaries 4.9 and 5.10)—extends directly to a variety of applications. Below we give

two examples.
7.1 Logic Programming in Equational Theories with Non-unique MGUs

Most nontrivial equational theories F' do not admit E-unique most general unifiers [35]. For ex-
ample, unification in equational theories that are commutative, or idempotent, or associative-
commutative, or associative-commutative-idempotent, can have (finitely) many most general uni-
fiers that are not F-equivalent to each other, while theories that are associative, or distributive, or

associative-commutative-distributive, can have infinitely many most general unifiers.

Given an equational theory F, and two terms ¢; and t,, let mgug(t;,t2) now denote the set of
most general F-unifiers of ¢; and ¢,. The operators @ and * can now be defined in the expected

way: for any two terms ¢; and t,,
ty @ty = {t |30 € mgup(t,ts) 1t =0(t1)}

and for any set of terms S, S* = S\ {=}. The proof that these operators satisfy our axioms is
straightforward.

Example 7.1 (Natural Language Processing)
The following describes a generator/parser for a simple fragment of English. Here, the infix func-
tion symbol o is used to denote the concatenation of sequences of constants. Concatenation is

associative, i.e., o obeys the axiom
(xoy)oz==ao(yoz) forevery sequence of constants z,y, z.

The following clauses describe the grammar under consideration:
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sentence(N oV, s(N1,V1)) :— noun phrase(N, N1), verb phrase(V, V1).

noun _phrase(N, np(N)) :— proper noun(N).

noun _phrase(D o N, np(D, N)) :— det(D), noun(N).

noun phrase(D oN oP, np(D, N, P1)) :— det(D), noun(N), prep_phrase(P,
P1).

verb_phrase(V o N, vp(V,N1)) :— verb(V), noun phrase(lN, N1).
verb phrase(V o P, vp(V1,P1)) :— verb phrase(V, V1), prepphrase(P, P1).

prep_phrase(P o N, pp(P, N1)) :— preposition(P), noun phrase(N, N1).

The vocabulary part of this grammar, specified via the relations determiner, preposition, noun,
proper noun, and verb, may be either be specified separately as inputs to the interpreter (“base
relations”, in the language of deductive databases), or as part of the program itself. For example,
consider the vocabulary given by the following;:

proper_noun(john).
noun(telescope).
noun{man) .
verb(saw) .
preposition(with).
determiner(a).

From the associativity of o, this is able to detect ambiguity in certain kinds of sentences: for
example, there are distinct values of ¢ such that the fixpoint evaluation of the above program
contains

sentence(john o saw oa oman owith oa otelescope, t),
for example:

t = s(np(john), vp(saw, np(a, man, pp(with, np(a, telescope)))))
corresponding to the reading “John saw 2z, where x = a man with a telescope”; and

t = s(np(john), vp(vp(saw, np(a, man)), pp(with, np(a, telescope))))

corresponding to the reading “John saw z with a telescope, where z = a man”. g
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7.2 Logic Programming with Polymorphism and Subtyping

An earlier section discussed the application of our framework to logic programming with inheritance
[1, 2]. There, it was assumed that the subtype relation over the set of type constructors is a (finite)
semilattice. The theory of i-terms [1, 2] can be formulated in terms of order-sorted logic [36]. It
turns out that order-sorted unification, i.e., unification when some types may be subtypes of other
types, admits unique most general unifiers when the sort structure is a finite semilattice and there
is no overloading of constructors [46]. In the presence of overloading or polymorphism, however,
where there can be more than one type assignment per constructor (as is the case, for example, with
the list constructor cons), the existence of unique most general unifiers can no longer be guaranteed
unless a number of additional restrictions are imposed [37].

As the discussion earlier indicates, however, the operational aspects of this case can be handled
in a straightforward way within our framework, even when the existence of unique most general
unifiers cannot be guaranteed. The instance operator @ is defined as described at the beginning of
this section, and normalization is defined to be the identity function. The proof that this definition
satisfies our axioms is straightforward.

8 Top-Down Computational Models for Logic Programming

A question that presents itself immediately when we consider the extended model of Horn clause
computation presented in this paper is the following: Is there a similar generalization of the top-
down model of computation based on SLD-resolution? Things are complicated by the fact that a
bottom-up fixpoint computation can use * to prune the set of inferences during a computation,
while a top-down strategy can use @ to restrict the search space. Thus, the top-down and bottom-
up approaches restrict the computation in distinct ways; respectively, goal-directed search and early
use of F.

One approach is to consider top-down computations that do memoing [47], i.e., that record all
generated facts and goals are recorded (with the effect that & is treated as set union). Now, !
can be applied as a final step to compute the answers. OLDT resolution [41] provides a formal
basis for such computation methods, and methods such as QSQR [45] and Extension Tables [12, 48]
represent specific algorithms that are based upon OLDT resolution. It is well-known (see e.g., [7])
that there is a close correspondence between bottom-up evaluation of programs rewritten using the
Magic Templates transformation [32], and QSQR. Both methods generate and record the same sets
of goals and facts. It is straightforward to reformulate QSQR in terms of our algebraic operators
(and of course, we can simply substitute our generic fixpoint evaluation for the fixpoint evaluation
phase of the Magic approach). Using the distributivity of @ over & (see Theorem 5.6), it is not
hard to show that these versions of QSQR and Magic are equivalent in that they compute the same
answer sets for the query predicate.

9 Related Work and Future Directions

We have presented an extended model of Horn clause programs. To our knowledge, the algebraic
formulation given is novel, although Carre has proposed a path algebra for a special class of pro-
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grams based on transitive closure [8]. Giacobazzi et al. give an algebraic semantics for constraint
logic programs that is similar in spirit to this work [16], but the details of their development are
very different: for example, while we focus on a minimal set of axioms necessary to establish the
necessary semantic equivalences, [16] takes a different approach by starting with closed semirings
and extending this to a class of cylindric algebras. Also related is Parker’s work on partial order
programing [30], which shows how a variety of programming problems can be formulated in terms
of minimizing the value of an expression, given constraints that specify a partial order over the do-
main of computation. Our goals are both more limited and more ambitious than Parker’s: they are
more limited because, unlike Parker, we restrict ourselves to the domain of “Horn-like” programs;
and they are more ambitious because, within this domain, we strive to examine the structure of
computations at a much finer level of granularity, and give axioms that characterize a wide variety
of fixpoint computations that can be naturally expressed in the idiom of Horn programs.

Finally, an important problem is to optimize extended Horn programs. For example, the short-
est path query may be specified as a logic program to compute all path-lengths between pairs of
cities followed by a selection of the shortest path. How can we automatically derive the equivalent
program that only retains the shortest path between a pair of cities at any point in the compu-
tation? While this is a difficult problem, requiring a set of program transformation rules over
extended programs (with some well-chosen suite of choices for § and @ ), some promising results
are developed—although not in an algebraic setting—for the case of programs involving min and
max aggregate operations in [15, 38].
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